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Machine Learning for  
Natural Science



Joshua Yao-Yu Lin - Currently a Machine Learning Scientist at 
Genentech (New York office)

- UIUC Physics Ph.D. (2016-2022), MS at NTU, and 
BS at NTHU in Taiwan. 

- My past research spans a wide range of Machine 
Learning application for astrophysics, including black 
hole image and dark matter/strong lensing

- ML Research Interest: ML for Natural Science, ML 
for drug discovery & Protein Design

- Previous ML experience: Genentech Postdoc with 
Prof. Kyunghyun Cho, Simons Foundation/Flatiron 
Institute (CCA), Google Research (2021)

- I like: Traveling, Jazz, Bouldering/Climbing, Brewing 
hard cider
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Prescient Design@Genentech/Roche

Prev. @Flatiron Institute/NYU NYU CS/Data Science

- Founded in Jan 2021, 
focusing on machine 
learning for Protein 
Design/drug discovery

- Acquired by 
Genentech/Roche ~ 
August 2021

- Around 70 people in the 
team (ML Scientist/ 
Engineer, Bio/Chem)

- We’re hiring!







Atom -> Molecules



Large Molecules



Amino Acids



Protein folding problem

Protein’s amino acid sequence -> three-dimensional 
atomic structure prediction.

 The notion of a folding “problem” first emerged 
around 1960, with the appearance of the first 
atomic-resolution protein structures







How to get Protein Structures: Cryo-EM



How to get Protein Structures: Crystallography







Critical Assessment of protein Structure Prediction (CASP)

● Biennial global blind-prediction experiment (since 1994)
● Fully blind evaluation → no data leakage → highest credibility

Protein folding example, where predictions (in blue) are 
aligned to the known protein structure (in green) in the 
Protein DataBase (PDB). (image source: DeepMind blog)



David Baker’s Lab

- Professor at Univ Washington
- Known for computational Protein Design
- Rosetta (physics-based)
- RoseTTAFold (ML for protein structure prediction)
- Protein MPNN (ML for protein inverse folding)
- RF diffusion (generative model for protein)

David Baker

David Baker’s Lab



Rosetta (Physics based structure prediction)

Andrew Leaver-Fay
& Rosetta Com



Alphafold II

John Jumper (DeepMind)



Protein folding problem

Protein’s amino acid sequence -> three-dimensional 
atomic structure prediction.

 The notion of a folding “problem” first emerged 
around 1960, with the appearance of the first 
atomic-resolution protein structures



Alphafold2



Alphafold2



Multiple Sequence Alignment (MSA)



Distance Matrix

https://docs.google.com/file/d/1cDD9606yliH9VLqqs_t-Rs60WLN1WDt6/preview


Alphafold2

c



Evoformer



What is going on in the swap?
1D of many proteins and 2D of one protein -> Update both 

http://progress_bar_id


Representations: Swap between 1D and 2D

AA: Amino 
Acids in 1 
Protein
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http://progress_bar_id


Triangular Attention 





What is going on in the swap?

Concepts: Affine Transforms, Triangle Inequality
We preserve triangle inequality but don’t care about overlaps till the very end.

http://progress_bar_id


Structure Prediction





Dzmitry Bahdanau Jacobs, KyungHyun Cho, Yoshua Bengio (ICLR 2015)



Credit: Amy Lu

https://amyx.lu/data/alphafold.pdf


Ablation study of each compoment



AlphaFold 2 in CASP challenge



Comparison to Alphafold 1



Alphafold 2 vs Alphafold 3 (improvement)

AF3 has these improvement compare with AF2 

● multiple proteins
● DNA
● RNA
● small molecule ligands interaction with proteins
● Improved Antibody structures prediction
● Pseudo-opensource model
● Remove equivariant models, infuse diffusion model in protein structure prediction

Chia-Chun (Alden) Hung
Isomorphic Lab



Alphafold 3 archecture







Live Demo

- PDB
- uniprot
- ColabFold
- ProteinMPNN
- RFdiffusion 

https://www.rcsb.org/
https://www.uniprot.org/
https://colab.research.google.com/github/sokrypton/ColabFold/blob/main/AlphaFold2.ipynb
https://colab.research.google.com/github/dauparas/ProteinMPNN/blob/main/colab_notebooks/quickdemo.ipynb
https://colab.research.google.com/github/sokrypton/ColabDesign/blob/v1.1.1/rf/examples/diffusion.ipynb


What about the inverse folding? 



(J Dauparas et al. 2022 Science)



Live Demo

- PDB
- uniprot
- ColabFold
- ProteinMPNN
- RFdiffusion 

https://www.rcsb.org/
https://www.uniprot.org/
https://colab.research.google.com/github/sokrypton/ColabFold/blob/main/AlphaFold2.ipynb
https://colab.research.google.com/github/dauparas/ProteinMPNN/blob/main/colab_notebooks/quickdemo.ipynb
https://colab.research.google.com/github/sokrypton/ColabDesign/blob/v1.1.1/rf/examples/diffusion.ipynb


Why do we need ML for protein design

- Even if we could actually predicture the structure of protein, the possible 
amino acid sequence is more than 20^300.

- Generative model for protein is needed



Family of generative models



Diffusion Model (& Score matching)

“A painting of a fox sitting in a field at 
sunrise in the style of Claude Monet”Diffusion Model & Score matching







Example from Imagen



Example of Stable diffusion



(arXiv: 2205.15019)

Namrata Anand 

Tudor Achim 

https://arxiv.org/abs/2205.15019


RFdiffusion: diffusion model for protein

Watson et al (bioarXiv 2023)
INSTITUTE FOR PROTEIN DESIGN, UW











Live Demo

- PDB
- uniprot
- ColabFold
- ProteinMPNN
- RFdiffusion 

https://www.rcsb.org/
https://www.uniprot.org/
https://colab.research.google.com/github/sokrypton/ColabFold/blob/main/AlphaFold2.ipynb
https://colab.research.google.com/github/dauparas/ProteinMPNN/blob/main/colab_notebooks/quickdemo.ipynb
https://colab.research.google.com/github/sokrypton/ColabDesign/blob/v1.1.1/rf/examples/diffusion.ipynb




(Jun Cheng et al., Science 2023)



Where are we at AI for Biology?

● Where are we at for drug 
discovery?

● Where are we at for protein 
dynamics?

● Where are we at for genetics?



Some useful Resources

- PDB
- uniprot
- ColabFold
- ProteinMPNN
- RFdiffusion 
- Alphafold server
- Foldseek
- Kaggle
- AlphafoldDB

https://www.rcsb.org/
https://www.uniprot.org/
https://colab.research.google.com/github/sokrypton/ColabFold/blob/main/AlphaFold2.ipynb
https://colab.research.google.com/github/dauparas/ProteinMPNN/blob/main/colab_notebooks/quickdemo.ipynb
https://colab.research.google.com/github/sokrypton/ColabDesign/blob/v1.1.1/rf/examples/diffusion.ipynb
https://alphafoldserver.com/
https://github.com/steineggerlab/foldseek
https://www.kaggle.com/competitions
https://alphafold.ebi.ac.uk/


Image Credit: Event Horizon Telescope Collaboration



Albert Einstein



Arthur Eddington

Eddington experiment



Karl Schwarzschild





~ 40 uas

# HST best resolution ~ 0.04 as
# ALMA best resolution ~ 0.01 as



Black Hole Observation

ALMA Telescope  Credits: ESO

- Wavelength (230GHz, 
~1.3mm) 

- Right size of the 
telescope ~ (13 Million 
meters = diameter of the 
earth) 



Black Hole Observation

Credits: EHT

- Wavelength (230GHz, 
~1.3mm) 

- Right size of the 
telescope ~ (13 Million 
meters = diameter of 
the earth) 



Radio Interferometry





Machine Learning Traditional Method



Image reconstruction (for EHT)
Regularized Maximum Likelihood (RML)

- Used for reconstructing M87* image for 
EHT 

- Prior and forward model (image -> 
visibility) needed

- Combining with Normalizing Flow -> 
Deep Probabilistic Imaging 

Clean (Deconvolution) 

- Used for reconstructing M87* image for 
EHT 

- Also used for most of the Images 
Reconstruction for Radio Interferometry

- No prior “hard coded”, but require lots 
of human expertise and experience on 
hyperparameter tuning…

- Hard to evaluate uncertainty 



Slides from : Katie Bouman 



Slides from : Katie Bouman 



Slides from : Katie Bouman 



Slides from : Katie Bouman 



Slides from : Katie Bouman 



Slides from : Katie Bouman 



EHT-imaging 
Demo

Andrew Chael 
(Princeton)

https://github.com/achael

https://docs.google.com/file/d/1BBgXKQZXlJwDKJ9STU9RZeLTRsrbBfkI/preview
https://github.com/achael


Uncertainty quantification is important!

Mean 
Image

Standard 
Deviation

Fractional Standard 
Deviation

from M87 Paper IV
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Slides from : He Sun, Katie Bouman 

https://arxiv.org/abs/1906.11241


Deep Probabilistic Imaging: Uncertainty Quantification and Multi-modal 
Solution Characterization for Computational Imaging

He Sun (Caltech) Katie Bouman (Caltech)

Sun & Bouman (AAAI 2021, 2010.14462)

https://arxiv.org/abs/2010.14462


Deep Probabilistic Imaging
Big question: Given observable y, what’s the distribution of image x?



Best Image

Likelihood                          Prior  

Regularized Maximum Likelihood (RML)
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Slides from : He Sun, Katie Bouman 



Posterior Exploration

The posterior can be sampled directly using 
Markov Chain Monte Carlo (MCMC) method.

88

“Hybrid Very Long Baseline Interferometry Imaging and Modeling with themis”, ApJ 2020

Slides from : He Sun, Katie Bouman 

https://iopscience.iop.org/article/10.3847/1538-4357/ab9c1f/meta


Posterior Exploration

Or we could use a Neural Networks (Normalizing Flow)!

89
Slides from : He Sun, Katie Bouman 



Introduction to Normalizing Flow



Characterizing Uncertainty & Multimodal Solutions

Truth Blurred Truth

-5e-5

1.8e-3

RML results from different initializations DPI samples from learned network
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Slides from : He Sun, Katie Bouman 



Exploring the Posterior 
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Slides from : He Sun, Katie Bouman 
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Truth

Closure Phase 𝝌2

Log Closure Amplitude 
𝝌2

Exploring the Posterior 
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Slides from : He Sun, Katie Bouman 



Real M87 results: closure quantities + vis amp + MEM+TV2
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Slides from : He Sun, Katie Bouman 





VisibilityRadio Telescope config.

Image Reconstruction 
Algo. (e.g. RML, CLEAN)

Optimize the encoder?



Summary

● Deep Probabilistic Imaging (DPI) using variational methods and generative 
model to approximate the posterior distribution of reconstructed image;

● DPI can capture multiple feasible solutions and quantify the uncertainty;

● DPI is preliminarily tested on EHT simulated data and EHT2017 M87 data.

● Generalizable to other parameter estimation problems
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Particle Physics

- Large Hadron Collider



Slides Credit: Dennis Noll



Slides Credit: Dennis Noll



Feynman Diagram

Richard Feynman



Feynman Diagram 101

Richard Feynman











K. Cranmer, J. Brehmer and G. Louppe



What analysis looks like…



AI for Math





What’s Reinforcement Learning



Successful example of Reinforcement Learning

LLM with CoT + 
Reinforcement Learning

AlphaGo



AlphaGo Fan/Lee (2016)

Mastering the game of Go with deep neural networks and tree search (DeepMind, Nature 2016)

https://www.nature.com/articles/nature16961


Learning from Human Expert 
Move 
 

Generating new self-play to 
prevent overfitting in RL 



AlphaGO Zero (2017)

Mastering the game of Go without human knowledge (DeepMind, 2017)

https://www.nature.com/articles/nature24270








DeepSeek R1
Summary of DeepSeek-R1:

● Overview: Launched in January 2025 by Chinese AI startup DeepSeek, DeepSeek-R1 is an open-source large language 
model excelling in advanced reasoning tasks like math, coding, and logic, competing with OpenAI’s o1.

● Technology: Built on the 671-billion-parameter DeepSeek-V3-Base, it uses reinforcement learning (RL) with minimal 
supervised fine-tuning (SFT) and Group Relative Policy Optimization (GRPO) for efficient training, achieving high 
performance (e.g., 79.8% on AIME, 97.3% on MATH-500).

● Cost Efficiency: Trained for ~$6 million using ~2,000 Nvidia H800 chips, far less than the $100 million–$1 billion spent by U.S. 
competitors. API pricing is significantly lower ($0.55/million input tokens vs. OpenAI’s $15).

● Accessibility: Available under MIT License, supporting commercial use and model distillation, with six smaller distilled models 
(1.5B–70B parameters). Powers DeepSeek’s chatbot via web, app, and API.

● Performance: Outperforms or matches U.S. models like OpenAI’s o1 and Meta’s Llama in benchmarks, with a top-five ranking 
on Chatbot Arena.

Impact on Nvidia Stock (January–May 2025):

● Initial Market Shock: DeepSeek-R1’s release on January 20, 2025, triggered a 17% drop in Nvidia’s stock on January 27, 
erasing ~$593 billion in market value, the largest single-day loss in Wall Street history. The cost-efficient model raised fears of 
reduced demand for Nvidia’s high-end GPUs





Core technology of DeepSeek 



Next token generation as policy 











PPO

Proximal Policy Optimization Algorithms (OpenAI, 2017)











DeepResearch





AlphaEvolve



● Advancing the frontiers in mathematics and algorithm discovery
● Enhancing AI training and inference

○ AlphaEvolve achieved up to a 32.5% speedup for the FlashAttention kernel implementation in 
Transformer-based AI models

● Designing better algorithms with large language models

https://arxiv.org/abs/2205.14135
https://en.wikipedia.org/wiki/Transformer_%28deep_learning_architecture%29
https://en.wikipedia.org/wiki/Transformer_%28deep_learning_architecture%29






Strassen’s 1969 algorithm

https://en.wikipedia.org/wiki/Strassen_algorithm


Packing problem:Hexagons in Hexagons

The following pictures show n regular hexagons with side 1 packed inside the smallest known 
regular hexagon (of side length s ).

side lengths = 4
side lengths = 3.942



Terry Tao
Blogpost:
Mathematical exploration 
and discovery at scale

https://terrytao.wordpress.com/2025/11/05/mathematical-exploration-and-discovery-at-scale/
https://terrytao.wordpress.com/2025/11/05/mathematical-exploration-and-discovery-at-scale/


Bonus (emergent Phenome): 

- Game of Life
- Neural Cellular Automata

John Conway Stephen Wolfram

https://playgameoflife.com/
https://distill.pub/2020/growing-ca/


Generated by Gemini3/Nanobanaba pro

p.s. We’re hiring! Please feel free to reach out!


